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Abstract 

COM (Channel Operating Margin) was initially adopted in the IEEE802.3bj standard. The intent is to 

qualify a high speed serial channel in the context of a specification. The analysis is expected to be fast 

and efficient, utilizing transmitter and receiver specification parameters. This is in contrast to time-

domain bit-by-bit simulations that require both high quality device models and a long running time. 

This paper focuses on the following six areas, with the emphasis on PAM4 signaling:  

(1) COM sampling time determination and its impact on channel margin  

(2) DFE tap coefficient impact on link error propagation and FEC CG 

(3) Jitter treatment and its impact on the accuracy in predicting COM 

(4) TX output signal level separation mismatch and how it is treated 

(5) CTLE implementation discussion and its implications for COM 

(6) COM margin computation and COM pass/fail criteria discussions 

The first goal of the paper is to provide the very basics for the beginners of COM. The second goal is 

to bring adequate attention to the COM community so that the computed results for PAM4 channels 

can be better interpreted and link margin assessment decisions can be more properly made without 

being too optimistic or too pessimistic for PAM4 systems in which FEC is mandatory.  
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1. Introduction 

COM (Channel Operating Margin) was initially adopted in the IEEE802.3bj standard. The intent is to 

qualify a high speed serial channel in the context of a specification. The analysis is expected to be fast 

and efficient, utilizing transmitter and receiver specification parameters. This is in contrast to time-

domain bit-by-bit simulations that require both high quality device models and a long running time. 

When the industry moved to the 56G and is now considering 112G data rate range, PAM4 starts to 

become a dominant signal modulation scheme for applications from VSR (chip-to-module), MR, and 

LR (backplane and cables). For the latter two specifications COM is continually adopted by many 

standards at both IEEE and OIF as a tool to qualify a designed system.  

From 25G NRZ to 56G/112G PAM4 only minor modifications to COM were made. For example, 

modifications at 56G mainly involved with the strength of equalization such as adding the second pre-

cursor tap in the TX FFE, and including a low-frequency band CTLE stage to take care the long-tail 

effect. For 112G PAM4, RX side FFE equalization scheme is under discussion at standard bodies.  

Besides the change in equalization, there are also updates on the parameter side. For example, 

modifications include tightening package model specs, relaxing TX SNDR, reducing RX input noise, 

increasing equalizer setting ranges, refining coefficient resolutions, restricting termination 

impedances, redefining COM pass/fail limit, and so forth.  

The handling of PAM4 in COM is ideal. Essentially, COM treats PAM4 as a simplified NRZ, with 

signal amplitude reduced and a scaling factor applied to ISI, jitter induced noise, and crosstalk. 

However, since PAM4 links typically require FEC to achieve the required system BER operations, not 

only the raw BER (a.k.a., pre-FEC BER) level matters, but also the error pattern (a.k.a. error 

signature) could matter even more.  The bottom-line is, the same raw BER could mean completely 

different system performance in the FEC context. This is discussed towards the end of the paper. 

2. COM in a Nutshell 

The graphical illustration, replotted in Error! Reference source not found. from [2], gives a clear picture of 

the thought process for the COM computation flow and the COM basic architecture. First of all, an LTI 

system is always assumed. The system under analysis contains one victim channel (THRU) and multiple 

aggressor channels (NEXT and FEXT), all take s-parameter files in touchstone format (.s4p). Package 

models can be from the user or can use the COM provided simple transmission line plus loading models. 

 

Figure 1. Illustration of COM architecture and computation flow. 
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The basic equalization schemes include a TX FFE and RX CTLE and DFE. RX side FFE for 112G is being 

discussed. The CDR sampling algorithm assumes the Mueller-Muller baud-rate phase detector. Assumptions 

of system jitter and noise are also made for the analysis. The best equalization that optimizes the signal SNR 

at the data slicer is obtained by sweeping-mode computations that, on the one hand, tries to minimize 

residual ISI and reflection effect, while, on the other, attempts to restrict the overall noise seen at the data 

slicer. Computations are based on end-to-end single bit response (SBR) and are performed statistically. Note 

that the DFE block should be removed from Figure 1. 

A target BER, called detection error ratio, DER0, is an input parameter. The obtained signal SNR at the data 

slicer is compared against the required SNR to achieve the desired DER0. The difference is the COM margin, 

or simply COM. COM is usually set to 3dB, which is justified as implementation details have not been 

accounted for in the discussed computation. 

3. PAM4 in Brief 

In NRZ signaling one bit is a symbol, which has two values forming one eye. This is captured on the left side 

of Figure 2. For PAM4, two bits are grouped and mapped to one symbol; 2-bits has 4 unique combinations, 

thus 4 distinct levels and 3 vertical eyes. The mapping of two bits to a PAM4 symbol can be through Linear 

coding or Gray coding; the latter is standardized. More details can be found in PAM4 tutorials [3] and [4]. 

 

Figure 2. Comparing NRZ and PAM4 signaling. 

Figure 3 shows the signal power spectral density 

(PSD) for NRZ and PAM4. It is seen that the 

Nyquist frequency for PAM4 is half of that of 

NRZ. Thus, PAM4 requires only half the 

bandwidth of that of NRZ. This is straightforward 

since one symbol duration for PAM4 is twice as 

long as that of NRZ. However, comparing with 

NRZ, except the bandwidth requirement relax, 

PAM4 is a lot more demanding and the resultant 

system is full of challenges. Thus, analysis and 

simulation accuracy matter even more. 
 

Figure 3. PSD for NRZ and PAM4.

An important concept, PAR (Peak to Average Ratio), is reviewed in this section as it is used in COM 

quite a lot. PAR is the ratio of peak signal power over the average signal power. Using the term L in 

COM for the number of signal levels, 2 for NRZ and 4 for PAM4, the average signal power is given in 

Eq. (1). This is the very same equation as (93A-29) for 𝜎𝑥
2 in [1].

       𝝈𝒙
𝟐 = 𝑷𝒂𝒗𝒈 =

𝟐

𝑳
∙ ∑ (

𝒌

𝑳−𝟏
)

𝟐

𝒌=𝟏,𝟑,…𝑳−𝟏 = {
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𝟗
,         for PAM4

                 Eq. (1) 



                                                                                                                                                                                         

4 
EDI CON USA 2018

But why is this concept important? Figure 4 shows that the PAM4 eye height is 1/3 of that of NRZ, since 

practically, for the same signal amplitude, the peak signal is the same for any signal modulation. 

Consequently, the signal loss for PAM4 is 20∗𝑙𝑜𝑔10(1/3) = ~ -9.5dB. However, the SNR loss is 

20∗𝑙𝑜𝑔10(((1/3))⁄x) = ~ 7dB. The implication is then (a) if the degradation is dominated by noise, SNR 

loss from NRZ to PAM4 is close to 9.5dB; (b) if impairment is dominated by residual ISI, reflections, and 

crosstalk (assuming PAM4 is also the source of aggressors), the SNR loss is only about 7dB. 

              

Figure 4. NRZ and PAM4 eye diagram comparison. 

An example running COM for the same setup and same baud rate between NRZ and PAM4 shows the 

COM difference is 8.36dB, falling between 7dB and 9.5dB (Figure 5). In reality, as impairments and non-

idealities are more detrimental to PAM4, the SNR difference could be much more than 9.5dB.  

             

Figure 5. COM example between NRZ and PAM4 for the same baud rate. 

4. Data Sampling Time in COM 

The sampling time, ts, is determined by (93A–25) in [1]. The sampling time is illustrated in Figure 6 

copied from [6].  In the equation, b(1) is the DFE tap-1 coefficient. If there are multiple values of ts that 

satisfy the equation, then the first value prior to the peak of h(0)(ts) is selected. The superscript (0) implies 

the THRU channel. Note that ℎ0(𝑡𝑠 + 𝑇𝑏) is the SBR before DFE b(1) is applied. 

                            

 

Figure 6. COM sampling phase emulating Mueller-Muller Baud-Rate Phase Detector. 

As long as b(1) is not excessively large (default to no bigger than 0.7), ℎ0(𝑡𝑠 − 𝑇𝑏) = 0.  It is noted that 

although the choice of ts reduces the impact of pre-cursor ISI, it is usually at the expense of moving the 

sampling phase left, and sometimes way left, of the SBR peak, thus increasing 𝑏(1), due to both reduced 

ℎ0(𝑡𝑠) and increased ℎ0(𝑡𝑠 + 𝑇𝑏). The consequence is discussed more thoroughly in Section 9. 
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5. DFE Tap Coefficients 

The DFE tap coefficients, b(n), are computed based on Equation (93A–26). b(n) = 0 if  Nb is set to 0, i.e., 

no DFE is applied. The DFE is very ideal with infinite tap coefficient resolution. Thus, post-cursor ISI’s 

are subtracted out completely if b(n) is within the limits. Jitter impact on DFE feedback is approximately 

covered using the approach in Section 6. 

 

DFE tap value range is defined. The default values for different standards are different. For example, in 

[12] Clause 21: CEI-56G-LR-PAM4 Long Reach Interface, COM parameters for DFE are defined 

(Table21-1) as replotted in Table 1. 

Table 1. COM parameter for DFE specified in CEI-56G-LR-PAM4.  

 

An illustration of DFE application to post-

cursor removal from [9] is duplicated in 

Figure 7. In the example, it is seen that 

b(1) is almost as large as ℎ0(𝑡𝑠). This is 

practically okay for the NRZ case if DER0 

is very small, for instance, 1E-15. 

However, for 56G and 112G PAM4 most 

standards specify the raw BER between 

1e-6 to 1e-4. The impact on real channel 

performance might be huge. This is 

discussed in Section 9.   

 

Figure 7. SBR before and after a 14-tap DFE.

6. Treatment of Jitter in COM 

In COM jitter impact is converted to signal amplitude error before SNR is computed. The equalized SBR 

slope for the THRU path, hJ(n), is described in Equation (93A–28) in [1]. The variance of the amplitude 

error due to timing jitter is computed per (93A–32). Figure 8 can assist the understanding of (93A-28).  
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Figure 8. Signal slope based on SBR defined in (93A-28). 

In (93A-32), 𝐴𝐷𝐷 represents Dual-Dirac jitter, thus its variance is the same as its peak value. 𝐴𝐷𝐷 is 

power-summed with the random jitter. The use of x is due to the fact that the average signal strength 

needs to be scaled. However, when RLM is smaller than 1, typically the middle eye is larger than the outer 

eyes, implying the scaling factor 𝝈𝒙 should be slightly larger than 0.7454. Thus, Equation (93A-32) could 

underestimate the jitter impact.  

Now, what if ts is around the peak of the SBR? In this case, ℎ𝐽(0) ≈ 0 and the jitter effect is nullified. We 

could improve Equation (93A-28) by making the jitter contribution more accurately assessed by 

considering the variance on each side of ts and then taking the mean of the two. 

7. TX Output Level Separation Mismatch, RLM 

PAM4 signal has one parameter for the TX called the level separation mismatch ratio, RLM. This does not 

apply to NRZ. Its computation via Eq. (2) can easily be understood from Figure 9. RLM is typically 

specified no smaller than 0.95. However, how the four levels are distributed is not specified. 

                                                       Eq. (2) 

The available signal As for NRZ is well illustrated in [9] and reproduced in Figure 10. COM treats NRZ 

and PAM4 with a unified approach. For PAM4 (L = 3) the available signal is the scaled version of As = 

ℎ0(𝑡𝑠)/3. Thus, the available signal As expressed in Eq. (3) implies that the smallest eye is used. This is 

slightly on the pessimistic side since all three eyes contribute to system errors. 

                                                       𝐴𝑠 = 𝑅𝐿𝑀 ∙ ℎ(0)(𝑡𝑠)/(𝐿 − 1)                                         Eq. (3)

 

Figure 9. RLM measurement. 

 

Figure 10. Available signal As.
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8. CTLE in COM 

There are two stages of CLTE specified in COM for CEI-56G-LR-PAM4. Details can be found in 

Table21-1 in [12], reproduced in Table 2. The two CTLE transfer functions can be mathematically 

expressed in Eq. (4) and (5). Note that for CTLE2, a second pole and a scaling factor, both fp2, are added 

in this paper, as shown in Eq. (5). 

   𝐻𝐶𝑇𝐿𝐸(𝑓) = 𝑓𝑝2 ∙
𝑗∙𝑓+𝑓𝑧∙10

𝐺𝐷𝐶
20

(𝑗∙𝑓+𝑓𝑝1)∙(𝑗∙𝑓+𝑓𝑝2)
                             Eq. (4) 

 

𝐻𝐶𝑇𝐿𝐸2(𝑓) = 𝑓𝑝2 ∙
𝑗∙𝑓+𝑓𝐿𝐹∙10

𝐺𝐷𝐶2
20

(𝑗∙𝑓+𝑓𝐿𝐹)∙(𝑗∙𝑓+𝑓𝑝2)
                                Eq. (5) 

 

Table 2. COM CTLE parameters for CEI-56G-LR-PAM4. 

 

The magnitude transfer functions 

for the two CTLE’s are plotted in 

Figure 11. The HF peaking 

frequency is just above the Nyquist, 

while the LF peaking frequency is 

about 1/3 of the Nyquist.  

It is seen that for the HF stage, the 

peaking could be as much as 17dB. 

This is practically very challenging 

to design in one stage. Thus, it is 

suggested to put more high 

frequency poles to represent the 

parasitic loading. 

 

                          HF stage                                                      LF stage 

Figure 11. COM CTLE magnitude TF example.  
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9. COM Margin 

In order to speed up the computation, FOM is firstly computed to decide the optimal equalization settings, 

(93A-36). Once the optimal settings are obtained, COM is computed. Note that the best FOM does not 

always lead to the largest COM, so the use of FOM is a trade-off between accuracy and efficiency. 

   

The five terms in the denominator in (93A-36) are briefly explained below: 

(1) The noise output from the TX, (93A-30). For the given SNRTX, the larger the TX signal (A_v), the 

larger the noise. The simplified scaling with  [ℎ0(𝑡𝑠)]2 does not include frequency dependency effect. 

 

(2) Residual ISI, (93A-31). The factor 𝜎𝑥 is used. When RLM is less than 1, it is a little optimistic. 

 
(3) The variance of the amplitude error due to timing jitter. This was discussed above in Section 6. 

(4) The variance of the amplitude for the combination of all crosstalk paths, (93A-33) and (93A-34). The 

choice is that FEXT channels are reshaped by both TX FFE and CTLE, while the NEXT are only 

modified by the CTLE. Other blocks affecting the crosstalk strength can be figured out in Figure 1. 

 

(5) The variance of the noise at the output of the receive equalizer, (93A-35).  

 

The combination of values (ts, TX FFE coefficients, CTLE settings, and DFE coefficients) that 

maximized the FOM is recorded to compute COM in Eq. (6). Now, the denominator in (93A-36) is 

replaced by using interference PDFs at the given DER0 to compute the noise amplitude, Ani. The total 

distribution via convolutions is used for the CDF integration.  

                        𝑪𝑶𝑴 = 𝟐𝟎 ∙ 𝒍𝒐𝒈𝟏𝟎(
𝑨𝒔

𝑨𝒏𝒊
⁄ )                                        Eq. (6) 

It should be pointed out that, since NRZ and PAM4 both use “a single eye” concept, the conversion 

formulation in COM from DER0 to SNR might not be accurate for PAM4. Assuming PAM4 adopts Gray 

coding as is called for in standards, BER can be approximately treated as half of SER. Thus, the 

relationship between BER and SNR can be derived as Eq. (7). k = 1/2 for NRZ and k = 3/8 for PAM4. 

Consequently, Ani in Eq.(6) should be modified accordingly in the current COM code. 

                                           𝑩𝑬𝑹 =  𝒌 ∙ 𝒆𝒓𝒇𝒄(
𝒉𝟎

𝝈𝒕𝒐𝒕𝒂𝒍
⁄

√𝟐
)                                     Eq. (7) 
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10. DFE Error Propagation Impact 

Figure 12 shows a 1-tap DFE model for studying error propagation. Multiple-tap DFE can be analyzed in 

the same manner, but the problem becomes much more complicated. The signal 𝑦𝑘 before the slicer can 

be expressed as shown in Eq. (8), where 𝑎𝑘−1 is the previously transmitted symbol. 𝑎̂𝑘−1 is the detected 

symbol. If 𝑎𝑘−1 and 𝑎̂𝑘−1 differ, a symbol error occurs. The feedback term is now wrong and the ISI 

correction is also wrong. This could potentially cause the signal at the slicer to be incorrectly detected for 

the next symbol, thus the occurrence of error propagation (EP).  

 

Figure 12. 1-tap DFE model for error propagation studies. 

             𝑦𝑘 =  𝑎𝑘 + ℎ1 ∙ (𝑎𝑘−1 − 𝑎̂𝑘−1) + 𝑛𝑘 + residual ISI                         Eq. (8) 

 

If we assume that ISI is completely removed by the equalizer, the EP probability for a single tap DFE can 

be computed. This is shown on the left in Figure 13. The average burst symbol error length, Lavg, can be 

derived as shown in Eq. (9), which is also plotted on the right side of the figure. It is seen that for a single 

tap DFE architecture, the worst case PEP is 0.75 and Lavg is 4. For multi-tap DFE architecture with large 

tap coefficients and certain channel loss and reflection profiles, the error propagation could be much more 

severe such that the FEC loses its correction capability.  

                

Figure 13. EP probability for 1-tap DFE for PAM4 under different BER levels. 

                                      𝐿𝑎𝑣𝑔 =
1

1−𝑃𝐸𝑃
                                                          Eq. (9) 

However, since DFE is applied to the SBR before COM is computed, EP does not exist and is not part of 

the COM margin. An example is shown in Figure 14 with a12-tap DFE, which is the default setting in 

CEI-56G-LR-PAM4.   The system is analyzed and obtained that the SER without DFE EP is 1.0324e-6. 

The details of DFE EP effect will wait until the next section. It should be emphasized that the DFE tap 

coefficients chosen as examples are well within the limits specified in COM in CEI-56G-LR-PAM4.  
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   Figure 14. Two DFE coefficient settings. 

The burst error length can be literally defined as a block of symbols in which every symbol is wrong. 

However, burst error length is more appropriately defined as a block of errors, in which the first symbol 

error is preceded by at least Nb error-free symbols, as well as followed by at least Nb error-free symbols. 

This is illustrated in Figure 15.  “1” indicates an erred symbol and “0” a correct symbol. Naturally, for a 

1-tap DFE burst PAM4 symbol errors must be consecutive. 

 

Figure 15. Burst error length definition. 

11. FEC Fundamentals  

Forward Error Correction (FEC) is widely used to help correct link errors so that the resultant BER meets 

the application requirement. Only the Reed-Solomon FEC (RS KP4 FEC) adopted in IEEE P802.3bj and 

P802.3bs and a bunch other standards for PAM4 is used to illustrate FEC correction capability.   

FEC encoding introduces redundancy into a frame of bits, called the codeword: A block of k data symbols 

becomes a codeword of n symbols, (n, k). The FEC decoding finds the decoded codeword that is closest 

to the received codeword.  

The FEC coding gain (CG) is defined as 

the reduction in the required SNR that can 

be accommodated while still achieving 

the desired BER. An illustration of CG is 

shown in Figure 16, where AWGN noise 

is assumed [11]. Under typical operating 

conditions, measurements from system 

houses showed that KP4 FEC can achieve 

up to 8 dB in CG. The exact CG value is a 

function of BER and error signature. 

  

Figure 16. Illustration of FEC coding gain.
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The KP4 FEC, RS(544, 514, T=15, M=10), implies that, in a codeword, 514 FEC symbols are encoded to 

form 544 FEC symbols. Each FEC symbol contains M (=10) bits. The FEC can correct up to T (=15) 

symbol errors within each codeword, regardless of number of bit errors. This implies that (i) at its most 

effective, KP4-FEC can correct as many as 150 bit errors in a codeword; (ii) In the other extreme, KP4-

FEC can correct no more than 15 bit errors in 5440 bits, if 16 bit errors scatter over 16 FEC symbols.  

What should be pointed out is that if the FEC symbol errors exceed the correction capability, the whole 

codeword is non-correctable, thus discarded. The implication is that for really bad BER plus bad error 

signature, the FEC output BER could be worse than the input BER. 

The simulation result for a hypothetical DFE setting described in Figure 14 is given in Table 3, together 

with the case without DFE, hence no DFE EP, but at much higher noise, thus higher SER. It is seen that  

 The SER increase after DFE is not alarmingly large; the raw BER is still better than specs.  

 The “average burst error length” is larger than the “SER ratio with EP” in the DFE case. 

 The RS(544, 514) KP4 FEC fails completely even with limited sample size in the example. 

 Error signature is more relevant than BER level itself in assessing FEC correction capability. 

 Without DFE EP the FEC can correct all the errors even though SER is two orders worse. 

It cannot be over emphasized that when DFE is a part of the equalization scheme and the DFE 

coefficients are relatively large, COM result should not be taken at its face value. Although COM does 

not currently support it, the user can modify the COM value by including a penalty factor with the 

knowledge of the DFE settings.  

Table 3. KP4 FEC performance with the presence of DFE EP. 

Raw SER SER with EP 
SER ratio 

after EP 

Max burst 

error length 

Average burst 

error length 

Max KP4 FEC 

symbol errors 

1.0324e-6 3.3779e-6  3.2719 81 4.2757 17 (>15) 

1.0050e-4 n/a n/a 2 2 6 (<16) 

12. Summary and Future Work 

COM is a great tool for qualifying a high speed serial link channels. This paper focused on the COM for 

PAM4 signaling. We particularly analyzed  

− The potential impact from the sampling time and the DFE error propagations  

− KP4 FEC is discussed to provide a basic idea of error correction 

− An example of DFE EP is provided to show that even DFE tap coefficients are well within the COM limits, 

the FEC can become dysfunctional 

− Running COM to get the SNR margin does not guarantee the system to meet the desired performance 

Future work includes the following 

− DFE error propagation in a PAM4 link with multiple DFE taps 

− Error signature and its impact on FEC coding gain analysis 

− Precoding effect in terms of burst error removal  
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